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Abstract

Purpose – This study aims to cover an important yet largely under-explored topic: the dynamic process of
bank liquidity management in a vast developing economy by considering pool of funds hypothesis, signaling
hypothesis and risk management hypothesis.
Design/methodology/approach –The authors apply the dynamic common correlated effect (DCCE)method
with an error correction model format to a long panel datasets of 84 Indonesian banks from January 2003 to
August 2019, resulting in 16,800 observations.
Findings –The authors obtain convincing evidence of dynamic liquiditymanagementwith an error correction
mechanism. The time needed to adjust to a liquidity shock ranges from 2.5 to 3.5 months. The empirical results
strongly support the pool of funds and signaling hypotheses, whereas risk management motive appears to
have secondary importance.
Practical implications – The regulator should also encourage banks to diversify liquidity management to
include interbank money market and off-balance-sheet instruments. The current condition shows that bank
liquidity management is strongly correlated with intermediation dynamics and thus is contracyclical. Banks
could end up with tight liquidity in a booming economy, which would pose a severe risk to their financial
standing.
Originality/value – To authors’ knowledge, this study is the first to analyze bank liquidity management
behavior empirically using a panel error correction mechanism. Here, the authors also try to combine a
practitioner perspective with a scientific one.

Keywords Liquidity management, Pool of funds, Signaling, Risk management, Error correction model

Paper type Research paper

1. Introduction
Banking is a business that deals with maturity transformation, borrowing short and lending
long (Freixas and Rochet, 2008; Greenbaum et al., 2019). In doing so, banks expose themselves
to maturity mismatch, hence the presence of liquidity risk [1]. Banks must be able to secure
sustainable funding to finance their mostly longer-duration assets. Further complicating the
matter, a substantial portion of banks’ funding is withdrawable on demand. On the other
hand, the use of this funding cannot be readily liquidated, at least without severe penalty.
Holding too many assets in reserve is undesirable because that means banks are losing
potential opportunities for return from placing the money in higher-yielding assets, such as
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loans or securities. Therefore, liquidity management is an essential part of the bank
business model.

Bankers try to maintain adequate cash on hand by striking a balance between forecasted
cash inflow and outflow (also known as funding gap analysis; Koch et al., 2014). In doing so,
banks have a target liquidity reserve. This target is not static; instead, it responds
dynamically to internal and external factors. Liquidity management has two components:
long-term target and short-run adjustment mechanism (Koch et al., 2014, pp. 437–441). The
long-term element is a component that a bank tries to maintain a stable (and perceived
optimal) relationship of liquid assets with various key variables. We can consider it as a
liquidity reserve for anticipated needs. Should there exist significant deviation perhaps due to
random shocks, the bankwould try to rebalance by adjusting the level of reserves. Therefore;
an error correction mechanism should be at work for liquidity management.

Our study attempts to cover an important yet underexplored topic: the dynamic process
of bank liquidity management in a large developing economy (Wilson et al., 2010). We hope
to contribute three important value added to existing literature. First, our empirical design
tries to combine a practitioner perspective with a scientific one in expectation to shed light
for unified theory. For decades, banks have conducted regular liquidity management,
which academics largely overlook, especially in terms of the unified theory (Allen and Gale,
2014; DeYoung and Jang, 2016). In our view, the existence of long-term target and error
correction mechanism: a practice long prevailed in the banking industry, constitute a
unified core liquidity theory. Proper identification of both elements also informs us about (1)
the style of liquidity management and (2) the extent of liquidity risk management, i.e. as
substitute of capital or signaling. It is in this sense that we consider our empirical study as a
vanguard for developing a unified theory. Our study attempts to provide key empirical
findings for further theoretical rationalization. To the best of our knowledge, DeYoung and
Jang (2016) and DeYoung et al. (2018) are the only empirical works that have similar spirit
with ours. However, both studies are based on a developed economy (US banks) and using
an annual frequency panel. We hope by using long panel higher-frequency (monthly) data
better insights could be obtained, especially because liquidity is a “somewhat” fast-paced
behavior.

Second, using Indonesia as object of study should bring substantial scientific value.
Indonesia is a big emerging country (a member of G20; a world biggest economy club). It was
also a nation hit hardest by the 1997 Asian financial crisis. The banking system was
nationalized with impact of highly liquid profile for some years following the crisis. Today,
the situation has normalized, but the transition makes for remarkably interesting “natural
laboratory” study. Indonesia is also a bank-based economy; hence, many important lessons
could be used for policy design in various similar large emerging countries. Third, we employ
a novel econometric method: the dynamic common correlated effect (DCCE; Chudik and
Pesaran, 2015). This method relaxes several strong (and often inappropriate) assumptions for
long panel data, namely, slope homogeneity, cross-section independence and stationary-
cointegrated variables [2]. To the best of our knowledge, we are the first to analyze bank
liquidity management behavior using this method. To support our empirical strategy, we
carefully construct an extensive balanced panel dataset composed of 84 Indonesian banks
from January 2003 to August 2019 (200 months) [3].

Liquidity management in a banking firm is not only crucial from a micro perspective but
even more so in the macro view. A bank’s failure to meet its depositors’ withdrawals could
signal that another bank may be in a comparable situation. As shown by Tirole (2011), joint
illiquidity of banks is a non-remote equilibrium. Therefore, bank liquidity management is
subject to heavy regulation. Understanding how well bankers manage liquidity is one of the
key regulatory themes (Barth et al., 2008).
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After the introduction (Section 1), the paper proceeds as follows. We briefly describe bank
liquidity management in Indonesia in Section 2. In Section 3, literature study, we present some
relevant and recent theoretical and empirical studies. This section provides required inputs on
structuring the research design, which we present in the methodology section (Section 4). In
Section 5, we present our results and discuss the findings, and Section 6 concludes.

2. Bank liquidity management in Indonesia
Indonesia’s banking Industry is a two-tier system. The first tier consists of commercial banks
that have a full license and thus can participate in the national payment system. As of August
2019, 112 banks are operating in the first tier. The second tier consists of community rural
banks that are restricted by business area (permitted to operate only in certain provinces),
and they are not allowed to participate in the national payment system.

Following the 1997 financial crisis, Indonesia’s government effectively recapitalized its
banking system by taking out bank bad assets and replacing them with government bonds
(also known as recap bonds). The recapitalized banks could then sell the bonds to the market
to obtain liquidity or for business expansion. In practice, most banks kept the bonds on their
balance sheets because the bonds had good yields. Therefore, the initial years of the sample
period show banks as mostly liquid (Figure 1).

The banking industry liquid asset ratio to total assets (LA1, or Type 1 – see the
methodology section for the full definition) hovered around 15–25% until the end of 2012.
Subsequently, the movement of Type 1 liquid assets is a lot tighter until recently. If we use a
broader measure of liquidity (Type 2), however, a different picture emerges. Here, the
movement was volatile for the initial part of the period, with a slight uptrend, whereas the
second half shows a much more stable and stagnant level.

Figure 2 depicts the movement of the loan to deposit ratio (LDR) and net off-balance-sheet
ratio to total assets (OBS/TA). LDR started at a very low level (44.08) in January 2003, rising
quite sharply to 74.07 in July 2009, before increasing at a much slower rate and becoming
stagnant in December 2012. In the second half of the period, LDR hovered around the 84–94
range. The off-balance-sheet chart shows an interesting switching mode. Until June 2007, the
OBS/TA tended to be positive, but it switched to negative thereafter. We think there is a
fundamental reason for this phenomenon. Most of the off-balance-sheet transactions consist
of a line of credit, bank guarantee or foreign exchange forward contract sold to customers.
Because of highly precautionary sentiments post-recapitalization in the earlier period, these
businesses were timid. Nevertheless, there has been a significant risk appetite shift in
conducting off-balance-sheet business that prevailed until today.

Indonesian banks are conservative. They depend heavily on customer deposits to fund
their lending (and other interest-earning assets). Table 1 shows that customer deposits
account for almost 70% of system sources of funds. Banks subsequently channeled the funds
into loans (which account for nearly 70% of the use of funds). Banks use the interbankmoney
market and capital markets as secondary sources of funds. A handful of large banks usually
uses the interbank money market for short-term borrowing or placement, generally because
of unexpected shocks to their customers’ cash flow forecast. The capital market is usually
used by large banks to fund substantial long-term financing.

3. Literature review
Despite the key role of liquidity management in banks’ business and financial stability, there
is still limited theory of liquid assets holding, let alone its unified version (Tirole, 2011; Allen
and Gale, 2014). Bank liquidity theories are mostly developed in partial perspectives, e.g.
crisis context (Acharya et al., 2011; Dijk, 2017), the role of transparency (Ratnovski, 2013),
relationship with money market (Heider et al., 2015) and impact to financial stability
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Figure 1.
Liquid assets (LA1s
and LA2) to total
assets ratio
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Figure 2.
LDR and OBS/TA
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(Diamond and Kashyap, 2016). A simple general theory of bank liquidity recently has been
proposed by Tirole (2011), and another is under development by Calomiris et al. (2015).

One long-standing perspective is a practitioner’s point of view in which liquidity
management has three major approaches: pool of funds, asset allocation and funding
management (Sinkey, 2002). In the pool of funds approach, a bank pools all the funding and
subsequently channels it into the desired asset structure. In asset allocation, banks try to
match the duration of each item in their asset structure with their liabilities. Lastly, in funding
management, banks actively manage their liabilities to keep up with profit opportunities
present. That is, they will search for lending opportunities first, then obtain optimal funding
to finance those opportunities (or “finance as you go” in a jargon of Tirole, 2011).

From this perspective, we could derive a hypothesis about a bank’s liquiditymanagement.
If the bank follows a pool of funds approach, its liquid assets position should be aligned with
the movement of loan and deposits. LDR would correlate negatively with the level of liquid
assets. As a bank accumulates more funds (shown by decreasing LDR); the pressure to
channel them rises. The opposite happens when LDR is already high (according to specific
management measure); the move is toward relaxing LDR either by gathering more funds or
cutting loan. If the bank uses another approach, we should see a low or insignificant
relationship between LDR and liquid assets. We call this the pool of funds hypothesis.

Pool of fund hypothesis could also manifest in off-balance-sheet activities. However, off-
balance-sheet posts have different treatment from perspective uses or sources of fund. Unlike
its on-balance-sheet counterpart, which is actual uses or sources of funds, off-balance sheets
are scheduled (commitment) or dependent upon realization of particular events (contingent)
uses or sources of funds. The expansion of off-balance sheet does not mean liquidity
irrelevant either; for example, banks still have to reserve for some amount of cash as a result
of expansion of line of credit (i.e. their off-balance-sheet asset). Therefore, a positive

No Variables Proxy Expected sign (hypothesis)

Long- and short-run equations
1 Liquidity reserves:

Dependent variable
Liquid assets type 1 to total assets
ratio (LA1TOTA)
Ratio liquid assets type 2 to total
assets (LAs2TOTA)

2 On-balance-sheet
funding need

Loan to deposit ratio (LDR) Negative

3 Off-balance-sheet
funding need

(Net commitment þ net
contingent)/total assets
(OBS_AST)

Positive

4 Extra funding
capacity

Z_Score (μiROA þ CARit/σ
i
ROA)

(Z_SCORE)
Negative (financial fragility
hypothesis)/positive
(signaling hypothesis)

Short-run equations
5 Error correction

term
Lagged one of long-run equation
residual (ECT)

Negative with absolute value
less than one

5 Size Log of bank asset (ASSET_L) Positive
6 Financial system

stability
Interest rate of Overnight Jakarta
Interbank Offered Rate (JIBON)
Exchange rate: IDR per USD
(USDIDR)

Positive
Positive

Note(s): This table reports the definition of the variables used in the study and research hypotheses. The
research hypotheses are given as expected impact sign against the dependent variable

Table 1.
Variable and
hypotheses description
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relationship is expected to exist between liquid asset and off-balance-sheet activities.
DeYoung and Jang (2016) and Al-Harbi (2017) provide empirical evidence for this conjecture.

Calomiris and Kahn (1991) developed a model based on Diamond and Dybvig’s (1983)
work in which a bank holds a liquidity reserve for the need of “misinformed” withdrawal by
depositors. The word “misinformed” stems from the assumption that depositors could not
observe the actual state of the bank and the economy. The reserves would reduce the risk and
cost of having to liquidate assets earlier to repay withdrawals. Ratnovski (2013) emphasizes
this notion through a theoretical model in which liquidity reserve and assets transparency (a
form of signaling) could synergize. He acknowledges, however, transparency is not a
substitute for liquidity reserve and without regulatory requirement; banks could end up in
bad equilibrium: inadequate amount of both reserve and transparency.

In the regular course of a bank’s daily business, sudden large cash flows can occur not
only because of changing depositor perceptions with respect to the bank or economic
condition but also because of the customer business itself. De Haan and van den End (2013)
using unique Dutch banks’ data provide empirical support in which banks do cascading of
liquidity assets according to the projected customer related cash flows. Therefore,
contingency plans must be ready. One such plan involves maintaining access to the
interbank market. In this regard, liquidity management is like inventory management
with multiple layers of protection. Managing this mechanism has a cost, which is passed
through to the bank’s customers as a component of interest margin (Ho and Saunders,
1981; Prisman et al., 1986); see Al-Muharrami and Murthy (2017) for recent empirical
evidence. Heider et al. (2015) developed a model in which liquidity reserve is endogenous
(with regard to bank risk characteristics) and influenced bymoneymarket condition. They
show how deteriorated information distribution among participant banks could lead to
excessively high interest rate that subsequently trigger liquidity hoarding.

Tirole (2011) proposes a general theory of bank liquidity reserve that developed from the
corporate finance literature (Holmstrom and Tirole, 1998). He postulates two styles of
liquidity management: “finance as you go” and liquidity hoarding. Bank liquidity reserves
are influenced by risk management, financial structure, reputation risk, corporate
governance, external sources of funding and asset quality. From his model, he shows that
there is a tradeoff between liquidity reserve and size. The model results in multiple
equilibrium in which liquidity hoarding is optimal if it is cheap and shocks are not rare.
Nevertheless, there could also be other inefficient equilibria, including under- or over-
hoarding for non-zero subsets of banks and joint illiquid banks. Because of possible joint
illiquid banks’ equilibrium, there is an adverse phenomenon: deteriorating bank health
reduces incentive for liquidity hoarding (in expectation, this behavior could attract regulatory
intervention, i.e. economy-wide liquidity injection).

Calomiris et al. (2015) is an in-progress work attempting to build a unifying theory of
banks’ liquidity reserves based on works by Diamond and Dybvig (1983) and Calomiris and
Kahn (1991). From the model, the authors propose three motives of banks holding liquidity
reserves. First, the bank will increase its liquidity holding as a positive signal of risk
management to depositors. Second, liquidity holding is a form of coinsurance of liquidity risk
among peers in which bankers would require one another to maintain cash reserves to avoid
the free-rider problem. Third, by allowing endogenous liquidity risk, liquidity reserves reduce
insolvency risk by incentivizing efficient riskmanagement. DeAngelo and Stulz (2015), using
Modigliani and Miller (1958) paradigm and assuming material arbitrage cost (of
intermediation between markets) and innate skill to manage the risk on the asset side,
show that excessive leverage is a natural equilibrium for banks, which will fund the asset
substantially using liquid claims (deposits). The unique ability possessed by banks to
manage their risky assets would give them a liquidity discount to their cost of capital (arising
from shifting depositor preferences).
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There is an ample amount of recent empirical works casted in static perspective. In the
financial fragility hypothesis, liquidity reserve acts as a substitute to bank health (i.e. they
have a negative relationship). Al-Harbi (2017), Umar et al. (2018), Dahir et al. (2018), Tran et al.
(2019), Jiang et al. (2019) provide empirical support for this hypothesis. Empirical support for
signaling hypothesis (positive association between liquidity and riskiness) is shown by
works of Horv�ath et al. (2014), Berger et al. (2016) and D�ıaz and Huang (2017). Existing
empirical studies have yet to reach consensus of the relationship of liquidity reservewith size.
Delechat et al. (2012), De Haan and van den End (2013), DeYoung et al. (2018) and Sahyouni
et al. (2021) found the relationship to be negative. On the other hand, positive relationship was
discovered by Berger et al. (2016), D�ıaz and Huang (2017) and Jiang et al. (2019).

De Young and Jang (2016) provide empirical work that closes in spirit with ours. They
estimated empirical models using systemGMMthat incorporates dynamics of liquidity reserve
adjustment using panel data of US banks. They found significant existence of liquidity target
and reserve dynamic adjustment mechanism. The partial adjustment of liquidity reserve
coefficients found are estimated to be 0.29 and 0.13 using a loan to core deposit (LTCD) proxy
and net stable funding ratio (NSFR), respectively. This study was modified subsequently by
DeYoung et al. (2018) to uncover the joint dynamics of liquidity and capital froma sample of pre-
Basel III USbanks.They also found thatUSbanks treat liquidity and capital as substitutes, and
liquidity reserve adjusts dynamically to capital target deficiency.

4. Methodology
We estimate an array of empirical liquid reserve models using DCCE with ECM format
developed by Chudik and Pesaran (2015). This econometric method is preferred on long panel
data with the assumption of weak exogeneity of explanatory variables (Eberhardt, 2011). The
model comprises of two parts: (a) the long-run equation and (b) the short-run equation.We use
two alternative proxies for liquidity reserve as the dependent variable. Liquid asset type 1
(LA1TA) is the commonly known “core” liquid assets of a bank, consisting of cash, reserves in
the central bank and net interbank balance. The type 2 (LA2TA) consists of LA1TA assets
plus net securities position (securities ownedminus securities issued). Position in securities in
times of volatile macroeconomic conditions might not be converted to cash without incurring
an excessive cost. Therefore, a regulator treats this item as a secondary liquidity reserve.
These liquidity measures were used by Delechat et al. (2012), Tran et al. (2019) and DeYoung
et al. (2018), among others.

In modeling the long-run relationship, we hypothesize that the level of liquidity reserves
would be influenced by liquidity management approach, bank health condition and size. The
liquiditymanagement approach is measured both on-balance sheet (proxied by LDR) and off-
balance sheet (proxied by net commitment plus net contingent to total assets ratio;
OBS_AST). Based on the pool of funds hypothesis, the estimates of LDR should be negative
and OBS_AST should be positive [4]. Collectively, we call both proxies as intermediation
activity. Bank health condition is proxied by Z_SCORE. Our Z_SCORE calculation follows a
method proposed by Lepetit and Strobel (2013) and Lepetit and Strobel (2015). Based on the
financial fragility hypothesis, a bankwould use its liquid assets as a substitute of deteriorated
financial health (i.e. increased riskiness). On the other hand, in the signaling hypothesis, the
healthier bank would use higher liquid assets to signal its condition. Assets (in log form,
ASSET_L) should account for bank-specific characteristics that are assumed to have a
positive correlation with size but not include, specifically in our model. These characteristics
include (among others): strength, perception on increasing systemic risk, volume of
transactions, network and customer base.

In the short run, a bank’s liquidity reserve should respond to deviation of (time variant)
liquidity target, changes in long-run variables and financial system stability conditions. We
expect a dynamic adjustment mechanism to exist; hence, the error coefficient term (lag one
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residual of long-run equation; ECT) should be negative with absolute value less than zero and
significant. There are two proxies of financial system stability. The first is a proxy of market
wide cost of funding, the Jakarta Interbank Overnight Interest Rate (JIBON). Second, we use a
variable that would serve as a proxy of financial market volatility: exchange rate (IDR per
USD; USDIDR). Allen and Carletti (2013) propose foreign exchangemismatch as one source of
systemic risk, while Lang and Schmidt (2016) provide empirical support for the role of
exchange rate pressure as early warning of bank crisis. Delechat et al. (2012) used exchange
rate shock as a proxy of macroeconomic fundamental in a study of bank liquidity. Both
proxies are expected to have a positive relation with liquid reserve. A summary of the
variables, their definition and the hypotheses appear in Table 1.

As of August 2019, 97 commercial conventional banks were operational in Indonesia. We
use these banks as unit of analysis, tracing their historical records back to January 2003.
Some of these banks underwent mergers or acquisitions, and we address this issue by
creating synthetic banks that combine the merged/acquired banks as if they were one bank
since the beginning of the sample. Bank-level data are obtained from an individual bank
financial report taken from the Financial Service Authority site. For financial system stability
variables (USDIDR and JIBON), we collected data from Bank Indonesia.

We cleanse the datawith the aim to preserve this balanced data panel structure. Initially, we
have 19,400 bank-month observations from which we conducted a careful inspection. We use
linear interpolation to fill in missing data if it happened in the middle of the time series. If it
happened at one or both tails of the series, we use (moving) averaging year to date (the last one
year).We dropped the bank ifmissing values or data defect reachedmore than 30%of the total.
We do winsorizing at 1% and treat the data as missing if they are exceeding the threshold. To
these data, we apply interpolation techniques, as described previously. After this process, we
are left with a balanced panel structure of 16,800 observations, composed of 84 banks as cross-
section units and 200 monthly time-series units (January 2003 to August 2019).

Because we are using long panel data, the standard assumption of cross-section
independence would likely be violated (Pesaran, 2015a). The occurrence of cross-section
dependence in panel data can have profound consequences in the form of bias standard error
and even inconsistent estimates (Sarafidis et al., 2009). Testing for stationarity should also be
modified because the conventional tools would likely have substantial size distortions
(O’Connell, 1998). We conduct testing for cross-section dependence using the method
developed by Pesaran (2015b).

The panel data non-stationarity testing uses methods developed by Pesaran (2007;
PESCADF) and Pesaran et al. (2013; CIPS). Both panel data unit root methods are designed to
be robust to cross-section dependence (Pesaran, 2015b). For comparison, we will also perform
panel unit root test using the methods proposed by Levin et al. (2002; LLC) and Im et al. (2003;
IPS). We perform several modeling for each panel unit root test: PESCADF, CIPS, LLC and
IPS. The modeling mainly considers the following aspects: (a) whether to include constant
and trend or constant only and (b) the number of lags used. As for time-series variables, we
perform unit root testing using the ADF (Dickey and Fuller, 1979), Phillips and Perron (1988,
PP), and KPSS (Kwiatkowski et al., 1992) methods.

The cointegration test is conducted using a method that accounts for cross-section
dependence. The method proposed by Westerlund (2007) is based on following test
regression model:

ΔYit ¼ α0i þ α1iΔYit−1 þ $$$þ αpiΔYit−p þ β0iΔXit þ β1iΔXit−1 þ $$$þ βpiΔXit−p

þ fiðYi;t−1 � βiΔXit−1Þ þ uit (1)
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Test statistics Pt and Pa are used for “global” cointegration test with null hypothesis that all
fi ¼ 0versus all fi < 0. Gt and Ga are test statistics for “non-zero subsets” cointegration test
with null hypothesis that all fi ¼ 0 versus at least one i is less than zero. Rejection of null
hypothesis is taken as evidence of cointegration. Persyn and Westerlund (2008) generalized
the model to adopt various possible dynamic structure.

We conduct some specifications of the cointegration test that are based on (1) dependent
variables used (LA1TA or LA2TA); (2) number of lags, leads and LR window; (3) whether
using automatic lag selection (based on Akaike information criteria; AIC); and (4) whether
using bootstrap method to obtain robust p-value (for inference). Blomquist and Westerlund
(2014) proposed using a bootstrap method to obtain robust inference in a cointegration test of
a panel data structure that suffers from cross-sectional dependence.

Another issue in long panel data is heterogeneity, which could arise from the slope in
addition to component of residual (Eberhardt and Teal, 2011). It is doubtful that our data
would meet slope homogeneity. We will test explicitly the assumption of slope heterogeneity
using the method proposed by Pesaran and Yamagata (2008) and Blomquist andWesterlund
(2013) under various specifications. The specifications are based on (1) liquidity measures
used (LA1TA and LA2TA), (2) whether using heteroscedasticity and autocorrelation
consistent (HAC) standard error and (3) whether including cross-section averages of
explanatory variables and number of lags (0 and 14).

We also assume the presence of a common factor and heterogenous factor loading.
Following Ditzen (2016), the model is:

Yit ¼ β
0
kiXit þ uit (2)

uit ¼ λ
0
iFt þ eit (3)

where Yit and Xit are possibly non-stationary vector-dependent variables and matrix of
(weakly exogenous) explanatory variables, and uit is a composite residual. The residual is
composed of the unobserved common factor (Ft) and heterogenous (cross-section) factor
loading (λi). Furthermore, the slopes are assumed to be randomly distributed around a
common mean, βk ¼ β þ vi; vi ∼ IIDð0;ΩvÞ.

Based on the result of slope heterogeneity test (see next subsection 5.2), we should use
DCCE estimator that is a variant of mean group (MG) (Pesaran and Smith, 1995). To account
for possible common factors, Pesaran (2004) suggested adding cross-section averages of yt
and xt (collectively denotes as zt) in estimated regressions. The complete specification of the
estimated model is as follows:

ΔYit ¼ fi

�
Yi;t−1 � β

0
kX

k
i;t−1

�
þ α0 þ α

0
k;iΔX

k
i;t þ δizt þ uit (4)

We estimate several specifications based on (1) whether to include no constant – no trend,
constant only or constant and trend components in the short-run part of ECM (standard MG)
and (2) including cross-section averages of explanatory variables (DCCE).

We do robustness check by splitting the sample into two subsamples (at a cut-off point of
December 2012), assuming that each of them will characterize a different liquidity regime.
The choice of December 2012 is made based on visual inspection. From Figure 1, we can see a
somewhat different behavior of liquid asset ratio (in terms of level and volatility), which
transitioned between 2012 and 2013.

Finally, we elaborate the analysis further by estimating regressions on restricted samples
based on (1) bank size (large banks versus small banks, based on OJK classifications), (2) bank
types (state-owned banks: SOE, regional development banks: DEV and private-owned: PRIV).
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As cross-section dependence is present in our data (see subsection 5.3), both the robustness test
and extended regressions will be performed only using fully specified DCCE estimators.

5. Results and discussion
This section presents the descriptive statistics, preliminary testing and regression results and
accompanying discussions. The section is divided into three subsections: (5.1) descriptive
analysis and correlation analysis of variables, (5.2) preliminary testing and (5.3) DCCE
estimation.

5.1 Descriptive statistics and pairwise correlation
The averages and medians are all found somewhat close to each other, i.e. variables do not
suffer excessive skewness (Table 2). A few variables perhaps warrant a notice; they are
OBS_AST, Z_SCORE and ASSET. These variables have some degree of skewness. The
OBS_AST mean is �0.112, while its median is �0.078, and Z_SCORE has a mean of 18.839
and median of 16.399. The skewness in ASSET is more substantial: The mean is (in Rp.
million) 39,799,042, and the median is 6,294,628. After taking logs, however, this excessive
skewness disappears. The same conclusion from descriptive analysis is found for time-series
variables. The JIBON average is 6.226, while its median is 5.863. On the other hand, the
USDIDR average is 10,759, while its median is 9,623 hence its distribution is somewhat
skewed. This issue of skewed data is also handled by taking log to the variable.

We do not observe any potential multicollinearity from explanatory variables. Table 3
shows that the bivariate correlation among independent variables is all well below 0.500.
Simple correlation coefficients among liquid asset measures (LA1TA and LA2TA) both are
highwith LDR, at�0.689 and�0.695, respectively. These statistics give hints for the possible
substantial and significant negative influence of LDR to liquid asset measures. In a nutshell,
from our exploratory data analysis, we do not see the data profile would pose severe
consequences for subsequent analysis.

5.2 Preliminary testing: unit root, cointegration and slope heterogeneity
Unlike its pure time-series counterpart, the inference of unit root test results of a panel data
structure is harder (Pesaran, 2012). Existing panel data unit root tests have as the null
hypothesis that cross-section units are all non-stationary (homogenous test). Nevertheless,
Pesaran’s (2012) analysis suggested that the rejection of the null hypothesis could mean there
is a non-zero fraction of non-stationary. Therefore, at the current state of literature, we should
treat the unit root test as a gauge of confidence of using regression based on the assumption
of cointegration.

Table 4 presents the summary of unit root test of variables used in the study [5]. We find
strong statistical evidence of rejection of homogenous non-stationary null hypotheses for
variables LA1TA, LA2TA and LDR with all methods used. Other macro panel variables
(OBS_AST, Z_SCORE and ASSET_L) are less clear-cut, depending on methods and
specifications. If we use cross-section-dependent robust unit root test (CIPS and PESCADF),
the results are similar with previously mentioned variables: rejection of the null hypothesis of
homogenous non-stationary. However, when we use LLC and IPS, a substantially weakened
conclusion is found. Unit root test results are clearer for time-series variable. JIBON has been
tested as a stationary variable by all methods, while on the other hand, USDIDR is clearly
non-stationary.

Table 5 reports Persyn and Westerlund (2008) cointegration test results for liquidity
measures LA1TA and LA2TA against other explanatory variables. There are 12
specifications, of which eight specifications are performed with bootstrap to calculate
robust variance in the presence of cross-section dependence (as suggested by Blomquist and
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Descriptive statistics
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Westerlund, 2014). The calculated p-value and robust p-value for all test statistics (Z-value of
Gt, Ga, Pt and Pa) are virtually zero. Therefore, the null hypotheses of no cointegration (both
global and subsets) are strongly and uniformly rejected across various specifications.We still
have to compare these results against the coefficients and inference of the error correction
term obtained in the next section.

Finally, we perform slope heterogeneity tests. From Table 6, we can see the null
hypotheses of slope homogeneity across cross-section are uniformly and strongly rejected, as
shown by very high-test statistics and virtually zero corresponding calculated p-value.
Considering this, estimation accounting for slope heterogeneity should be used. As a note, the
estimation procedure we use in the next section also calculates the post-estimation cross-
section dependence test, whose results are aligned with the ex ante procedure.

5.3 Dynamic common correlated error (DCCE) estimation
In this section, we present regression results of the DCCE-ECM format. We present the
baseline models with their robustness check in the first and second subsections. In the third
subsection, we present the extended model based on bank size and bank type.

5.3.1 Baseline model. Table 7 presents DCCE regressions (model 4–6) along with standard
MG estimates (model 1–3) for comparison.We find strong and significant evidence of an error
correction mechanism from the regressions. As hypothesized estimated parameters range
from �0.142 (MG with no constant-trend) to �0.372 (DCCE with constant and trend), these
ECT estimates correspond to 2.7 months (51/0.372) to 7.0 months (5 1/0.142) time lag of the
equilibrating process. From the long-run equation, as hypothesized, we find LDR to be
negatively correlated (and highly significant) to the liquidity measure (LA1TA). We find
OBS_AST estimates to be positive but only significant in models 2, 3 and 6. Z_SCORE
estimates are positive and significant, although in much lower magnitude compared with
LDR. The estimates of ASSET_L are significant only in models 1 and 2; however, they have
different algebraic sign.

We find a qualitatively similar picture, albeit better statistical significance in the short-run
equation. We find positive and (generally) better significance short-run estimates for
OBS_AST. Therefore, it seems that off-balance-sheet impact to liquidity reserve is more
short-term reaction rather long-term adjustment. Estimates of JIBON are only modestly
significant in models 1–3. Once we account for possible cross-section dependence in DCCE,
however, those coefficients lose magnitudes and inferences. Estimates on the other financial
system stability variable, USDIDR, are not statistically significant.

LA1TA LA2TA LDR OBS_AST Z_SCORE
ASSET
(LOG) JIBON

USDIDR
(LOG)

LA1TA 1.000
LA2TA 0.839 1.000
LDR �0.689 �0.695 1.000
OBS_AST 0.222 0.054 �0.197 1.000
Z_SCORE �0.120 �0.024 0.172 �0.178 1.000
ASSET
(LOG)

�0.370 �0.135 0.133 �0.220 0.127 1.000

JIBON 0.235 0.115 �0.218 0.071 �0.072 �0.266 1.000
USDIDR
(LOG)

�0.324 �0.204 0.319 �0.055 0.122 0.362 �0.350 1.000

Note(s): This table reports simple bivariate correlation statistics (Pearson) between variables used in the
study. Correlation statistics are calculated over the whole sample data. Correlations are presented as a half-
triangle matrix

Table 3.
Correlation matrix
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A qualitatively similar picture is obtained when we replace the dependent variable proxy to
from LA1TA to LA2TA (Table 8). The ECTs are all negative and highly significant, ranging
from �0.156 to �0.328. These ECT estimates correspond to 3.0 months (51/0.328) to
6.4 months (5 1/0.156) time lag of the equilibrating process. The CD test reports significant
statistics for all models, showing that cross-section dependence is present and important.
Therefore, estimates using DCCE (models 4–6 in LA1TA and model 10–12 in LA2TA) are
preferred.

Our results confirm a similar pattern identified byDeYoung and Jang (2016) andDeYoung
et al. (2018). This finding is especially important in following regards. First, as our study
object is a large emerging country (Indonesia), it is highly possible that the behavior could be

No. Variable Method Result

1. LA1TA CIPS Reject homogenous non-stationary null hypothesis at 1% significance level
PESCADF Reject heterogenous non-stationary null hypothesis at 1% significance level
LLC Reject, all panels contain a unit root null hypothesis at 1% significance level
IPS Reject, all panels contain a unit root null hypothesis at 1% significance level

2. LA2TA CIPS Reject homogenous non-stationary null hypothesis at 1% significance level
PESCADF Reject heterogenous non-stationary null hypothesis at 1% significance level
LLC Reject, all panels contain a unit root null hypothesis at 1% significance level
IPS Reject, all panels contain a unit root null hypothesis at 1% significance level

3. LDR CIPS Reject homogenous non-stationary null hypothesis at 1% significance level
PESCADF Reject heterogenous non-stationary null hypothesis at 1% significance level
LLC Reject, all panels contain a unit root null hypothesis at 1% significance level
IPS Reject, all panels contain a unit root null hypothesis at 1% significance level

4. OBS_AST CIPS Reject homogenous non-stationary null hypothesis at 1% significance level
PESCADF Reject heterogenous non-stationary null hypothesis at 1% significance level
LLC Cannot reject, all panels contain a unit root null hypothesis at significance

level 10% at lag 5 6, I(1)
IPS Reject, all panels contain a unit root null hypothesis at 1% significance level

5. Z_Score CIPS Reject homogenous non-stationary null hypothesis at 1% significance level
PESCADF Reject heterogenous non-stationary null hypothesis at 1% significance level
LLC Cannot reject, all panels contain a unit root null hypothesis at significance

level 10% at lag 5 6, I(1)
IPS Reject, all panels contain a unit root null hypothesis at 1% significance level

6. Asset_L CIPS Reject homogenous non-stationary null hypothesis at 5% significance level
PESCADF Reject heterogenous non-stationary null hypothesis at 1% significance level
LLC Cannot reject, all panels contain a unit root null hypothesis at significance

level 10% at lag 5 1
IPS Cannot reject, all panels contain a unit root null hypothesis at significance

level 10% at lag 5 1
7. JIBON ADF Reject non-stationary null hypothesis at level at significance level 5% at

lag 5 6
PP Reject non-stationary null hypothesis at level at significance level 1%
KPPS Cannot reject stationary null hypothesis at level at significance level 1%

9. USDIDR ADF Cannot reject non-stationary null hypothesis at level. Reject null hypothesis
at 1st difference at significance level 1%

PP Cannot reject non-stationary null hypothesis at level. Reject null hypothesis
at 1st difference at significance level 1%

KPPS Reject stationary null hypothesis at level. Cannot reject null hypothesis at
1st difference at significance level 1%

Note(s):This table reports summary of some selected unit root tests performed on variables used in the study.
The report covers only (1) name of variables, (2) name of corresponding unit root test method used and (3)
conclusion of the test (reject or cannot reject the null hypothesis). See Section 4 for an overview of unit root test
methods. The levels of significance used as a rule for null hypothesis rejection are 1%, 5% and 10%

Table 4.
Summary of unit
root test
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“somewhat” generalized. Second, we use higher-frequency data (monthly), which, in our view,
better reflect liquidity response, i.e. it should be rapid.

Assessing long- and short-run estimates, we find several important results. First, LDR
estimates are consistent with the pool of funds hypothesis: liquid asset position responds
primarily to serving customer financing need (De Haan and van den End, 2013,
Al-Muharrami and Murthy, 2017; Tran et al., 2019). Second, from the estimates of Z score,
we find support for the signaling hypothesis. Healthy banks use liquidity to signal their

No. Specification
Statistic;
p-value Gt Ga Pt Pa

1. LA1TA; LDR, OBS_AST, Z_SCORE,
ASSET_L, constant, lags: 1–6, leads: 1–6,
LR window: 6, selection: AIC (lag: 1.54;
lead: 1.42)

Z value �12.621 �14.404 �13.793 �18.295
p-value 0.000 0.000 0.000 0.000

2. LA1TA; LDR, OBS_AST, Z_SCORE,
ASSET_L, constant-trend, lags: 1–6, leads:
1–6, LRwindow: 6, selection: AIC (lag: 1.54;
lead: 1.39)

Z value �11.491 �11.205 �12.303 �14.003
p-value 0.000 0.000 0.000 0.000

3. LA1TA; LDR, OBS_AST, Z_SCORE,
ASSET_L, constant, lags: 1, leads: 1, LR
window: 1, bootstrap

Z value �13.260 �20.168 �13.957 �23.052
Robust
p-value

0.000 0.000 0.000 0.000

4. LA1TA; LDR, OBS_AST, Z_SCORE,
ASSET_L, constant, lags:2, leads: 2, LR
window: 2, bootstrap

Z value �10.304 �16.307 �10.736 �18.016
Robust
p-value

0.000 0.000 0.000 0.000

5. LA1TA; LDR, OBS_AST, Z_SCORE,
ASSET_L, constant, trend, lags: 1, leads: 1,
LR window: 1, bootstrap

Z value �11.826 �16.590 �12.488 �18.906
Robust
p-value

0.000 0.000 0.000 0.000

6. LA1TA; LDR, OBS_AST, Z_SCORE,
ASSET_L, constant, trend, lags: 1, leads: 1,
LR window: 1, bootstrap

Z value �8.632 �13.065 �9.036 �14.267
Robust
p-value

0.000 0.000 0.000 0.000

7. LA2TA; LDR, OBS_AST, Z_SCORE,
ASSET_L, constant, lags: 1–6, leads: 1–6,
LR window: 6, selection: AIC (lag: 1.50;
lead: 1.29)

Z value �12.524 �16.336 �13.115 �17.157
p-value 0.000 0.000 0.000 0.000

8. LA2TA; LDR, OBS_AST, Z_SCORE,
ASSET_L, constant-trend, lags: 1–6, leads:
1–6, LRwindow: 6, selection: AIC (lag: 1.54;
lead: 1.31)

Z value �11.548 �13.319 �11.407 �12.856
p-value 0.000 0.000 0.000 0.000

9. LA2TA; LDR, OBS_AST, Z_SCORE,
ASSET_L, constant, lags: 1, leads: 1, LR
window: 1, bootstrap

p-value �12.636 �21.408 �13.412 �21.751
Robust
p-value

0.000 0.000 0.000 0.000

10. LA2TA; LDR, OBS_AST, Z_SCORE,
ASSET_L, constant, lags:2, leads: 2, LR
window: 2, bootstrap

Z value �9.975 �17.122 �11.160 �17.932
Robust
p-value

0.000 0.000 0.000 0.000

11. LA2TA; LDR, OBS_AST, Z_SCORE,
ASSET_L, constant, trend, lags: 1, leads: 1,
LR window: 1, bootstrap

Z value �11.106 �18.009 �11.747 �17.527
Robust
p-value

0.000 0.000 0.000 0.000

12. LA2TA; LDR, OBS_AST, Z_SCORE,
ASSET_L, constant, trend, lags: 1, leads: 1,
LR window: 1, bootstrap

Z value �8.084 �14.050 �8.911 �13.763
Robust
p-value

0.000 0.000 0.000 0.000

Note(s): This table reports the results of cointegration test based on Westerlund (2007), Persyn and
Westerlund (2008) and Blomquist and Westerlund’s (2014) methods. Cointegration is based on various
specifications: with LA1TA and LA2TA as the dependent variable. Null hypotheses are (1) global no
cointegration (using Pt and Pa test statistics) and (2) subsets cointegration (using Gt and Ga) for all
specifications

Table 5.
Cointegration test
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condition to the public, as also found by the empirical works of Horv�ath et al. (2014), Berger
et al. (2016) and D�ıaz and Huang (2017) and Umar et al. (2018). Third, estimates of OBS_AST
support generally positive association of liquidity reserve with off-balance-sheet (as found by
DeYoung and Jang, 2016, Berger et al., 2016; Al-Harbi, 2017, Sahyouni et al., 2021). Fourth,
empirical estimates on ASSET_L are generally aligned with the transaction banking
hypothesis and signaling hypothesis. This finding supports empirical results from Berger
et al. (2016), D�ıaz and Huang (2017), Dahir et al. (2018) and Jiang et al. (2019). Fifth, we find
rather limited role of financial stability variables (JIBONandUSDIDR) in influencing liquidity
behavior. Positive correlation of JIBON and liquidity measure supports Heider et al. (2015)
theoretical conjecture that tightening in money market condition trigger liquidity hoarding
behavior.

5.3.2 Robustness check. The estimates of ECT could be considered as qualitatively similar
in robustness check regression using LA1TA (Table 9). Nevertheless, we obtain a somewhat
different result when we replace LA1TA with LA2TA as dependent variable (Table 10).
Coefficients of ECT are lower in the subsample “before Dec 2012” compared with “after Dec
2012.” The estimates correspond to the idea that banks’ adjustment to liquidity shocks is
faster in the period after December 2012, with broader measure of liquidity (LA2TA).

The robustness check exercises show that our previously reported findings remain
unaltered with splitting sample design. All long-run LDR estimates are negative and highly
significant in both subsamples (“before Dec 2012” and “after Dec 2012”). Similar qualitative
conclusion is also obtained for long-run Z_SCORE estimates, which again are positive and
highly significant regardless sample set. Estimates of ASSET_L are not significant in the
long-run equation for both subsamples. Interestingly, unlike the LA1TA model, the
coefficients of ASSET_L in the short-run equation are significant only in the subsample
"before Dec 2012.” In the subsample “after Dec 2012,”ASSET_L estimates lose significance. It
seems that the signaling hypothesis using liquid assets is valid only for narrow liquidity
measure (LA1TA); the broader liquidity measure (LA2TA) lost its role after December 2012.
Lastly, we find that JIBONhas a positive and significant impact on LA2TA for the subsample
“after Dec 2012.”

We find modest significance for OBS_AST in the subsample “after Dec 2012” (models 4b
and 5b). Nevertheless, in the short-run equation, the coefficients of OBS_AST are all

No Specification
Unadjusted

delta Adjusted delta
Stats p-value Stats p-value

1. LA1TA; LDR OBS_AST Z_SCORE, ASSET_L; HAC 33.695 0.000 33.868 0.000
2. LA1TA; LDR OBS_AST Z_SCORE, ASSET_L; cross-section

average, CR Lags 5 0, HAC
16.587 0.000 16.674 0.000

3. LA1TA; LDR OBS_AST Z_SCORE, ASSET_L; cross-section
average, CR Lags 5 14, HAC

14.292 0.000 14.428 0.000

4. LA2TA; LDR OBS_AST Z_SCORE, ASSET_L; HAC 38.063 0.000 38.259 0.000
5. LA2TA; LDR OBS_AST Z_SCORE, ASSET_L; cross-section

average, CR Lags 5 0, HAC
16.587 0.000 16.674 0.000

6. LA2TA; LDR OBS_AST Z_SCORE, ASSET_L; cross-section
average, CR Lags 5 14, HAC

14.292 0.000 14.428 0.000

Note(s): This table reports the slope heterogeneity test using the method proposed by Pesaran and Yamagata
(2008) and Blomquist andWesterlund (2013). There are several specifications based on (1) whether LA1TAand
LA2TA as dependent variables, (2) inclusion of cross-section average and (3) heteroscedasticity treatment. Null
hypotheses are slope homogeneity for all specifications

Table 6.
Slope
heterogeneity test
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insignificant. Z_SCORE estimates are significant in the subsample “before Dec 2012” but not
in the subsample “after Dec. 2012.” In the short-run equation, coefficients for Z_SCORE are
identical and highly significant. Estimates of ASSET_L in the short-run equation are higher
in the subsample “before Dec 2012.” Financial stability variables: JIBON and USDIDR are not
significant in either subsample.

5.3.3 Extended model. Using LA1TA as the dependent variable (Table 11), qualitatively,
we do not think there is a fundamental difference between ECT coefficients of small banks
versus large banks. The ECT estimates are between�0.387 and�0.303 and significant at the
1% level. These estimates correspond to 2.6 months–3.3 months of time response of the
equilibrating process. When we replace LA1TA with LA2TA as the dependent variable,
different results emerge (Table 12). Now the ECT estimates are slightly higher (in absolute
terms) for small banks. The estimates range from�0.339 to�0.279, versus�0.309 to�0.270
for large banks. Adjustment to liquidity shock is slightly quicker in small banks than
large banks.

FromTables 13 and 14, we can see that SOEbanks have the quickest response in the event
of a liquidity shock. For example, using LA1TA as liquidity measure, the ECT estimates are
in the range of�0.554 to�0.511 (1.8–2months shock adjustment) for SOEbanks, higher than
DEV banks (ranging from �0.385 to �0.331; 2.6–3.0 months shock adjustment) and PRIV
banks (�0.372 to�0.321; 2.7–3.1 months shock adjustment). This phenomenon might result
from exceptional reputation or credibility that allows SOE banks to obtain or release liquidity
more easily. If we replace the dependent variable with LA2TA, we obtain a similar picture.

Long-run estimates of LDR are negative and highly significant irrespective of types and
liquidity proxies, consistent with baseline finding. Long-run OBS_AST estimates for SOE
banks are all negative and highly significant in regression using narrow liquidity measure.
We think this might be caused by different off-balance-sheet business model adopted by SOE
compared to the rest of the industry. It seems SOE banks have off-balance-sheet activities
geared toward financing customers. Therefore, its behavior closely resembles a pool of funds
hypothesis. Z_SCORE long-run equation estimates are positive but significant only for PRIV
banks. It seems that the signaling hypothesis is most applicable to DEV banks and
PRIV banks.

Aligned with the previous finding, LDR short-run estimates are negative and highly
significant, irrespective of bank types and liquidity measures. We find Z_SCORE short-run
estimates significant for both DEVbanks and PRIV banks, irrespective of liquiditymeasures.
Using narrow liquidity measure, short-run ASSET_L estimates are positive and significant,
irrespective of bank types. The role of ASSET_L is largely insignificant whenwe use broader
liquidity measure. We do not find significant role of financial stability variables (JIBON and
USDIDR) in any model.

6. Conclusion and policy recommendation
In this study, we collect and synthesize several key insights of recent bank’s liquidity
management literature from both theoretical and practitioner’s perspective. We estimate the
empirical model using novel econometric methods: DCCE in ECM format. Below are several
key results. First, we find convincing evidence of a time-variant liquidity target and a
dynamic adjustment mechanism in liquidity management being practiced in banks. Second,
the estimates show that the time needed to adjust to liquidity shock ranges from 1.5 months
(5 1/0.67, the highest ECT found inmodel 12b) to 7.0months (51/0.142, the lowest ECT found
in model 1). The most common (mode) equilibrating process time is around 2.5–3.5 months.
Third, the data support a pool of funds hypothesis driven by intermediation activity. On-
balance-sheet intermediation appears much more significant than off-balance-sheet
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intermediation. Fourth, we found that banks use liquid assets as a signaling device. The use
of liquid assets as a signaling device is more important for large banks and private banks.

The adjustment mechanism takes around 2.5–3.5 months to complete. In our view, it is
quite adequate because it is obtained from full data set comprised of both normal and
turbulence period. Nevertheless, Basel III recommends that the liquidity coverage ratio
provides liquidity protection for up to 30 days. Therefore, further study using our approach
to higher frequency data (i.e. daily or weekly) and two states of economy: stable and
turbulence is highly desired.

The bank liquidity management mechanism has strong contra-cyclical feature, as shown
by large and negative correlation between liquidity measures with LDR. Banks could end up
with tight liquidity (under hoarding) in a booming economy, which would pose a severe risk
to their financial standing. To mitigate this risk, banks should be encouraged to do more
diversification on liquidity management using interbank money market and off-balance-
sheet instruments. As our empirical results have shown, the role of both instruments in
liquidity management are still inadequate.

Our study shows strong support for the existence of a target liquidity and its equilibrating
mechanism. We hope these empirical contributions could encourage scientific endeavor to
explain the phenomenon from a (a) theoretical perspective-casted in dynamic setting and (b)
more empirical generalization: extensive long panel cross-country study, including both
developed and emerging countries.

Notes

1. This paper studies liquidity funding risk – i.e. the inability of a bank to meet cash withdrawals.
Another type of liquidity risk is market liquidity risk – i.e. the inability to sell assets at a fair price
(Greenbaum et al., 2019). The latter liquidity risk is not our focus.

2. See Pesaran (2015b) for a recent comprehensive textbook on the evolution of panel data
econometrics.

3. In this study, we focus only on conventional banks (whose business model is based on the interest
rate) and exclude banks that are well known to have inactive intermediation business (i.e. an LDR
> 300%).

4. This is not a contradiction, because an (on-balance sheet) asset is realized use of fund, while an off-
balance-sheet asset is scheduled or contingent upon event use of fund.

5. We do not report unit root regressions result here for the sake of efficiency. Results are available
upon request.
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